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2011 Tohoku-Oki Earthquake
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March 11, 2011, 14:46 M9.0

Strong ground shaking (intensity 7 in JMA scale), 
causing severe damage in broad area

Tall tsunami (over 30 m) causing devastating 
damage along the coastal area

Japan Metrological Agency



A subducting oceanic plate drags an overriding continental plate.
Shear stress builds up along the plate boundary until the stress level exceeds shear strength.
When the stress exceeds the strength, a sudden slip happens on the boundary to cause an earthquake 
and a tsunami.

Interplate earthquake in subduction zone
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Coseismic displacement by 2011 Tohoku-Oki Earthquake 

GSJ

GNSS Max

Displacements on the seafloor by GNSS-A

Displacements on land by GNSS

Max. 
= 31 m

Observed coseismic displacements
ー uniformly eastward both in on- and offshore regions
ー increase monotonically toward the east
ー largest at the seafloor station closest to the Japan Trench
ー decrease towards the north and south, in offshore region

Kido+ [2011]
Max. 
= 5.3 m



Earthquake & Tsunami

Slip on a fault in the earth

by Dr. Sato at NIED

Deformation of seafloor

Deformation of sea-surface

Propagation of shaking

Propagation of tsunami



Vertical coseismic displacement by 
Tohoku-Oki Earthquake

海溝寄り：
地震活動が低かった
たくさん動いた

→ ずっと蓄えた歪を
東北沖地震で解消

宮城県沖：
普段から地震が多い
あまり動かなかった

→ 普段の地震で少し
ずつ歪を解消

→ それでも残った歪を
東北沖地震で解消

Observed coseismic displacements
ー large uplift near the trench
ー small subsidence on the landward side of the offshore

as well as in all the onshore area

Hino [2013]



Slip distribution estimated by geodetic observations
w/o offshore data With onshore data

Iinuma+ [2011] Iinuma+ [2012]



Principle of GNSS-A survey
crustal movement. First, we explain an inversion method using the NTD
to determine the position of individual PXPs for a particular campaign.
Second, the method is extended to a multiple campaign analysis
(Matsumoto et al., 2008), where the array geometry and array displace-
ments between campaigns are determined simultaneously. We then
demonstrate the application of these methods to actual data obtained
from the region off northeast Japan. We also discuss the validity and
merits of the formulation using the NTD.

2. Outline of GPS-Acoustic Observation and Analyses

The GPS-acoustic observation system is shown schematically in Figure 1.
Because electromagnetic waves propagate little in water, a vessel
placed on the sea surface serves as a relay element to communicate
the acoustic signals from the seafloor PXPs. In our system, three to six
PXPs are settled on the seafloor to form a square or triangle with a hor-
izontal dimension comparable to the water depth. Onsite observations
are carried out regularly a few times a year for each site. During an
observation campaign, acoustic ranging is continued over a certain per-
iod of time, and a relatively large number (several thousands) of travel-
time data are collected. This large data set is desirable in order to reduce
the effect of random errors in the data and cancel out the effect of pos-

sible time-dependent horizontal variations in the sound speed structure. There are three steps in the data
analysis: (1) the kinematic GPS analysis to determine the positions of the onboard GPS antenna—the position
of the acoustic transducer is calculated from its relative position to the GPS antenna, which is measured
beforehand, and attitude of the vessel; (2) the acoustic signal analysis to obtain round-trip traveltimes
between the onboard transducer and the seafloor PXPs; and (3) the final analysis to determine PXP or array
positions using the results of (1) and (2). The final step (3) is the scope of this study, and descriptions of the
method for the final step follow in the next section.

3. Method
3.1. Observation Equation Using the Nadir Total Delay (NTD)

First, we defined a vertical reference profile for sound speed V0(z) based on oceanographic observations. Due
to the fluctuation of the sound speed with time, which mostly occurs in shallow parts, a traveltime along a
vertical path has a delay D(t) compared with what is expected from the reference sound speed structure
V0(z). The concept of this delay was proposed by Kido et al. (2008), and we call it the nadir total delay
(NTD) in this study. The observation equation for a round-trip traveltime T measured at time t is

T tð Þ ¼ f p; r tð Þ; V0 zð Þð Þ þ 1
ξ
D tð Þ; (1)

where f is a function that produces a round-trip traveltime by ray tracing between a PXP located at p on the
seafloor and the transducer at r(t) on the sea surface, assuming a spherically stratified sound speed structure
defined by V0(z) (Figure 2). We employ a spherical surface in the calculation of f, which is indispensable for
high-accuracy positioning. Although f is formally represented as a single function, the one-way traveltimes
of outgoing and returning signals are in fact calculated separately using transducer positions at times of
transmission and reception, respectively, and added together to produce a round-trip traveltime. The coeffi-
cient 1/ξ is a scaling factor which amplifies the NTD, D(t), according to the length of the path within the fluc-
tuating layer relative to its thickness. Kido et al. (2006) used the angle θ of a straight path between a
transducer and a PXP from vertical to define ξ = cos θ. The essential feature of the observation equation (1)
is that it deals directly with changes in traveltime without modeling the time variations in sound speed spe-
cifically. However, as will be shown later, it can also be related to a specific time variation model of sound
speed when the scaling factor is taken accordingly. In any case, because the synthetic traveltime is calculated
using a reference structure V0(z), we can ensure the validity of the formulation (1) only if variations in the

Figure 1. Schematic illustration of the GPS-acoustic observation system.
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ranging rather than the GNSS positioning of a sea-surface
platform. The slant range is calculated from the two-way
travel time of the acoustic wave and the sound speed of
seawater along the ray path. Although the both can have
significant errors, the scope of this study is the former, that is,
the error in travel time.

Two-way travel times are determined with a resolution of a
few microseconds by calculating the cross-correlation
between a reference waveform generated by an onboard
transducer and a signal returned from a seafloor
transponder. A series of sinusoidal waves modulated by
binary phase-shift keying with a maximal length sequence

(MLS) is often used as the reference signal because its auto-
correlation has a clear main peak at zero lag. The cross-
correlation between the actual returned signal and the
reference signal is, however, often accompanied by large
sidelobes and looks very different from the synthetic auto-
correlation. Possible causes for the distortion of the cross-
correlation are the degradation of the signal due to the
frequency and phase characteristics of acoustic devices
through electro-acoustic transformation, distortion of the
returned signal caused by frequency-dependent absorption
in seawater, and reflected waves from the surface of a glass
sphere of the seafloor transponder or the ship bottom.

FIGURE 1 | Reference acoustic signal used for our GNSS-A observations. (A)Waveform of the beginning 5 ms of the entire, 25.4 ms-long signal. The carrier wave
frequency is 10 kHz. (B) Auto-correlation of the reference signal.

FIGURE 2 | Examples of actual cross-correlation between the reference and returned signals. (A) Part of ship tracks (small gray dots) of a campaign in a
benchmark, which is settled on the seafloor at ∼4.8 km water depth and consists of four transponders (gray or orange circles) forming a ∼3.3 km square. (B) Cross-
correlations of the reference and returned signals from the eastern transponder (orange). The numbers in black bold indicate ship’s positions shown by crosses in (A).
The figures in blue indicate incident angles of acoustic waves to the transponder (a vertical acoustic path has 0° incident angle).
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vessel for observations and thus have only one observation point at each
point in time. Therefore, we cannot separate the contributions of c0(t)
and g(t) in practice. In this context, we may newly define the sum of the
first and second terms in equation (5) as c(t), which we refer to herein
as the on‐the‐spot NTD. Thus, equation 5 can be rewritten as

δTvert ¼ c tð Þ þ w tð Þ tanθ: (9)

This formulation is essentially the same as that previously presented by
Kido et al. (2007), which is a modified version of the formulation given
by Kido (2007). Kido (2007) showed that equation (9) is valid also for
the case boundary surfaces between layers of different slowness are
inclined. Kido (2007) clarified that only the directional NTD (w) is crucial
for array positioning, and the present study additionally shows that the
formulation is still valid for amore generalized sloping structure and clari-
fies the physical meanings of c and w. We also note that g and w in equa-
tion (5) correspond to what are referred to as “first‐order gradient” and
“second‐order gradient” by Yokota et al. (2018a).

In a 3‐D space, the sloping structure of the slowness perturbation repre-
sented by equation (3) is rewritten as

δs x; y; z; tð Þ ¼ δs 0; 0; z; tð Þ þ δsx z; tð Þ x þ δsy z; tð Þ y; (10)

and equation (9) becomes

δTvert ¼ c tð Þ þw tð Þ·bh (11)

with

w tð Þ ¼ ∫
D

0 δsx z; tð Þz dz; ∫
D

0 δsy z; tð Þz dz
! "

; (12)

bh ¼ tanθ sinα; tanθ cosαð Þ; (13)

where θ and α indicate an unsigned angle from the vertical direction and an azimuth of the acoustic path,
respectively. Although w as well as c should vary with time in actuality, we treatw as unchanging because
it is a bias remaining after averaging over the observation time and has a significant effect on the array posi-
tioning, as previously mentioned. Therefore, the effect of the sloping sound speed structure is now repre-
sented by a time‐invariant 2‐D vector w.

3.3. Array Positioning Considering Sloping Sound Speed Structure
3.3.1. Observation Equation
Array positioning is an analysis technique used to determine array displacement assuming that the relative
positions between PXPs are unchanged, that is, the array moves rigidly (e.g., Spiess et al., 1998). In array
positioning that assumes a horizontally stratified sound speed structure, the array displacement and time
fluctuations of the sound speed during each campaign are determined for the given initial positions of the
PXPs as unchanging array geometry and the reference depth profile of the sound speed. To incorporate
the gradient effect in the array positioning, an additional termwas added to the right side of the conventional
observation equation assuming horizontal stratification (equation 3 in Honsho & Kido, 2017), as

ξ i;kTi;k ¼ ξ i;k f δp; ri;pk; v0 zð Þð Þ þ c tið Þ þw·bhi;k; (14)

where Ti,k is the observed travel time to the kth PXP acquired by the ith shot at time ti, δp is rigid array dis-
placement, ri is a transducer position at time ti, and pk is the initial position of the kth PXP as determined
previously in the multiple campaign analysis (Figure 4). Function f produces the round‐trip travel time
through ray tracing between a transducer and a PXP positioned at ri and pk + δp, respectively, assuming

Figure 4. Illustration of ranging at time ti in a four‐precision acoustic trans-
ponder array. The example indicates the quantities in the observation
equation (14).

10.1029/2018JB017135Journal of Geophysical Research: Solid Earth

HONSHO ET AL. 5995

( ) ( )0, ( ), ( ) ( )iT t f t c z F td= +p r

1p

4p
2p

3p

( )tr

0
i i d= +pp p

Two-way time

( ) ( )0, ( ), ( ) ( )T t f t c z F td d= +p r

Motion of array correction term

sound speed are small enough that the raypath is nearly unchanged. We will further discuss the applicable
scope of the formulation with the NTD in section 5.

3.2. PXP Positioning Using Single Campaign Data

Here we consider the positioning of the multiple PXPs which compose an array using data from a single
campaign. We represent the time variation of the NTD during the campaign by the superposition of a finite
number of basis functions:

D tð Þ ¼
XM

m¼1

amΦm tð Þ: (2)

Multiplying both sides of equation (1) by ξ , the observation equation for the ith traveltime data Ti, which was
obtained at time t = ti for the kith PXP, is written as

ξ iT i ¼ ξ i f i pki; ri; V0 zð Þ
! "

þ
XM

m¼1

amΦm tið Þ; (3)

where pki is the position of the kith PXP and ri is the transducer position at time t = ti. The unknown para-
meters pki (ki = 1,…, K) and am (m = 1,…, M) can be estimated by solving equation (3) for all traveltime data
using the least squares method. The factor ξ i works as a weighting factor that gives more importance to data
acquired closer to the PXP. Because pki are nonlinear parameters, the equation system should be locally
linearized and solved by an iterative procedure. In terms of the linear parameter am, we chose to find am
anew in each iteration rather than to make corrections. This allows us to take advantage of techniques
applied to linear problems, such as giving a prior smoothness constraint on the time variation, as will be
shown in detail later. The locally linearized expression of equation (3) in the nth iteration is given as

ξ i T i % f i pki
nð Þ; ri; V0 zð Þ

# $h i
¼ ξ i

X3

j¼1

∂f i
∂pki ; j

nð Þ
δpki ; j

nð Þ þ
XM

m¼1

amΦm tið Þ; (4)

where pki ;j is the jth component of vector pki . Equation (4) for all data is represented in a vector form as

δd nð Þ ¼ Hp
nð Þ j Ha

h i δp nð Þ

a nð Þ

" #
(5)

where

δd nð Þ
i ¼ ξ i T i % f i p nð Þ

ki
; ri; V0 zð Þ

# $h i
(6)

Figure 2. Schematic diagram showing the concept of modeling using the NTD. Traveltimes Tvertz0 and Tz0 will be referred to
in sections 4.1 and 5.1.
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Displacement time series 
onshore GNSS vs offshore GNSS-A
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contrast, the values of g for 2.0- and 3.9-year models 
revealed slight changes; however, the values of g for the 
next 5.8-year model markedly increased. !e time con-
stant of 450,000 days for g of the 5.8- and 8.9-year models 
was > 1200 years; thus, it is unlikely that the time constant 
can be appropriately calculated with a limited number of 
years for fitting.

Figure  2 illustrates the time series predicted by the 
functional model with time constants summarized in 
Table  1 for different fitting periods for the Kawai and 
Shizugawa stations, which are relatively close to the epi-
center of the 2011 Tohoku-Oki earthquake (see Fig.  1), 

and the Kaminokuni and Nadachi stations, which are rel-
atively distant from the epicenter (see Fig. 1). !ese plots 
demonstrate that model parameters estimated from the 
time series of the four stations can be applicable to other 
stations. Moreover, Additional file  1: Fig. S1 illustrates 
the time series for Minase, Miyako, Yamoto, and Choshi. 
Figure 2 and Additional file 1: Fig. S1 depict the extrapo-
lated predictions up to 2026.5.

Furthermore, we evaluated the time series of the short 
fitting periods of 2.0  years and 3.9  years. At all the sta-
tions, the 2.0-year model of the north–south (NS) com-
ponent revealed a smaller value than the 3.9-year model. 

Fig. 2 Observed and predicted postseismic deformation using the functional model. Deformation is presented for the four stations of a 
Kaminokuni, b Kawai, c Nadachi, and d Shizugawa (Fig. 1). The three components of east–west (EW), north–south (NS), and up–down (UD) were 
drawn for each station from the day after the 2011 Tohoku-Oki earthquake to 2026.5. Black dots represent the daily observations. Dashed lines 
depict the time series of predicted values for each fitting period (2.0, 3.9, 5.8, and 8.9 years)

Fujiwara+ [2022]
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(2), because the accuracy of the model must be further 
verified for geodetic use.

Data and methods
We utilized the daily coordinates of the GNSS Earth 
Observation Network System (GEONET) F3 solution 
(Nakagawa et al. 2009) operated by the Geospatial Infor-
mation Authority of Japan as the postseismic deforma-
tion data of the 2011 Tohoku-Oki earthquake. Stations 
were selected so that they are evenly distributed within 
the area where significant deformation occurred. Sta-
tions with large errors were excluded mainly owing to 
the observation environment, such as multipath of GNSS 
signal and vegetation. On the other hand, the data for the 
northern region are required to calculate the slip area 
that causes postseismic deformation. "erefore, in addi-
tion to Tobita’s (2016) considerations, we selected sta-
tions from Hokkaido, to the northeast of Japan. In other 
areas, the postseismic deformations were minute. "e 
Fukue GNSS station (station ID: 950462) in Nagasaki 
Prefecture, located approximately 1500  km west–south-
west of the epicenter area, was utilized as the fixed ref-
erence station. "e original GNSS time series comprises 
offsets caused primarily by large aftershocks. "erefore, 
in addition to that for the nine earthquakes considered by 
Tobita (2016), we rectified the coseismic variations of the 
following earthquakes: M7.4 November 22, 2016, Fuku-
shimaken-Oki; M6.3 December 28, 2016, Ibarakiken-
Hokubu; M6.7 September 6, 2018, Hokkaido-Iburi-Tobu; 
and M6.7 June 18, 2019, Yamagataken. "e correction of 
the coseismic offset connects the trends before and after 
each earthquake and did not include the correction for 
postseismic deformations.

Major causes of postseismic deformations and their 
relationship with time functions were reported by Tobita 
(2016). Logarithmic and exponential functions efficiently 
approximate the observed postseismic deformations. 
"eoretically, the postseismic surface deformations 
determined by Maxwell viscoelastic rheology exhibited 
an exponential, such as relaxation phase (Hetland and 
Hager 2006). Moreover, postseismic deformations calcu-
lated using models with biviscous Burgers rheology are 
often described by logarithmic functions (Hetland and 
Hager 2006). "e afterslip at the beginning of a postseis-
mic deformation and the deformation related to viscoe-
lastic relaxation can be approximated using a logarithmic 
function (Perfettini and Avouac 2004; Savage et al. 2005; 
Hetland and Hager 2006).

Tobita (2016) presented seven combinations of the 
logarithmic (log) and exponential (exp) functions for use: 
log, exp, log + log, log + exp, exp + exp, log + log + exp, 
and log + exp + exp. Furthermore, the Akaike informa-
tion criteria (AIC) value was calculated for each model 

utilizing the data for the entire period, from March 2011 
to December 2020, to quantitatively evaluate the pre-
diction performances. We implemented a mixed model 
comprising two logarithmic and one exponential func-
tions (log + log + exp) that exhibited the best perfor-
mance for the 2011 Tohoku-Oki earthquake, as reported 
by Tobita (2016) and represented by Eq. (1):

where D(t) is each component of the postseismic defor-
mation time series at a station; t represents the number 
of days after the earthquake; ln is the natural logarithm; 
b, e, and g indicate the relaxation time constants of the 
logarithmic or exponential functions common to all sta-
tions; and V is the steady velocity of each station before 
2011. We applied the average velocity between April 1, 
1997 and March 31, 2000 as the steady velocity V at each 

(1)
D(t) = a ln(1+ t/b)+ c + d ln(1+ t/e) − f exp(−t/g)+ Vt,

Fig. 1 GNSS observation stations considered in this study. Four 
stations marked as red squares were used for predicting the time 
series. Four stations marked as blue squares are used in Figs. 2, 
3, and 6, and the stations marked as black squares are the other 
stations used in this study. Gray area represents land, and a seafloor 
topographic map is depicted. Gray arrow depicts the horizontal 
displacement rate observed at the sea bottom after the 2011 
Tohoku-Oki earthquake (Honsho et al. 2019). Isodepth contours of 
the Pacific slab were estimated by Kita et al. (2010), Nakajima and 
Hasegawa (2006), and Nakajima et al. (2009)

GNSS-A observational results
G01 G02
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G05

G06 G07 G08
Tomita+ [2022]
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The trade-off between       and        is inevitable
in GNSS-A observations with limited ray coverage.

Causes of accuracy degradation in GNSS-A
crustal movement. First, we explain an inversion method using the NTD
to determine the position of individual PXPs for a particular campaign.
Second, the method is extended to a multiple campaign analysis
(Matsumoto et al., 2008), where the array geometry and array displace-
ments between campaigns are determined simultaneously. We then
demonstrate the application of these methods to actual data obtained
from the region off northeast Japan. We also discuss the validity and
merits of the formulation using the NTD.

2. Outline of GPS-Acoustic Observation and Analyses

The GPS-acoustic observation system is shown schematically in Figure 1.
Because electromagnetic waves propagate little in water, a vessel
placed on the sea surface serves as a relay element to communicate
the acoustic signals from the seafloor PXPs. In our system, three to six
PXPs are settled on the seafloor to form a square or triangle with a hor-
izontal dimension comparable to the water depth. Onsite observations
are carried out regularly a few times a year for each site. During an
observation campaign, acoustic ranging is continued over a certain per-
iod of time, and a relatively large number (several thousands) of travel-
time data are collected. This large data set is desirable in order to reduce
the effect of random errors in the data and cancel out the effect of pos-

sible time-dependent horizontal variations in the sound speed structure. There are three steps in the data
analysis: (1) the kinematic GPS analysis to determine the positions of the onboard GPS antenna—the position
of the acoustic transducer is calculated from its relative position to the GPS antenna, which is measured
beforehand, and attitude of the vessel; (2) the acoustic signal analysis to obtain round-trip traveltimes
between the onboard transducer and the seafloor PXPs; and (3) the final analysis to determine PXP or array
positions using the results of (1) and (2). The final step (3) is the scope of this study, and descriptions of the
method for the final step follow in the next section.

3. Method
3.1. Observation Equation Using the Nadir Total Delay (NTD)

First, we defined a vertical reference profile for sound speed V0(z) based on oceanographic observations. Due
to the fluctuation of the sound speed with time, which mostly occurs in shallow parts, a traveltime along a
vertical path has a delay D(t) compared with what is expected from the reference sound speed structure
V0(z). The concept of this delay was proposed by Kido et al. (2008), and we call it the nadir total delay
(NTD) in this study. The observation equation for a round-trip traveltime T measured at time t is

T tð Þ ¼ f p; r tð Þ; V0 zð Þð Þ þ 1
ξ
D tð Þ; (1)

where f is a function that produces a round-trip traveltime by ray tracing between a PXP located at p on the
seafloor and the transducer at r(t) on the sea surface, assuming a spherically stratified sound speed structure
defined by V0(z) (Figure 2). We employ a spherical surface in the calculation of f, which is indispensable for
high-accuracy positioning. Although f is formally represented as a single function, the one-way traveltimes
of outgoing and returning signals are in fact calculated separately using transducer positions at times of
transmission and reception, respectively, and added together to produce a round-trip traveltime. The coeffi-
cient 1/ξ is a scaling factor which amplifies the NTD, D(t), according to the length of the path within the fluc-
tuating layer relative to its thickness. Kido et al. (2006) used the angle θ of a straight path between a
transducer and a PXP from vertical to define ξ = cos θ. The essential feature of the observation equation (1)
is that it deals directly with changes in traveltime without modeling the time variations in sound speed spe-
cifically. However, as will be shown later, it can also be related to a specific time variation model of sound
speed when the scaling factor is taken accordingly. In any case, because the synthetic traveltime is calculated
using a reference structure V0(z), we can ensure the validity of the formulation (1) only if variations in the

Figure 1. Schematic illustration of the GPS-acoustic observation system.
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Ocean bottom pressure (OBP) observations
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volcanoes, and the 15 of the 16 volcanoes excluding Ioto 
are included in the 25 volcanoes selected by the Commit-
tee on Earthquake and Volcano, Subdivision on Geodesy 
and Geophysics of the Council for Science and Technol-
ogy of the Government of Japan for particularly extensive 
observation.

Regarding earthquake and tsunami seafloor observa-
tions, while dense networks of earthquake observation 
stations on land have expanded to cover all over Japan 
since the 1995 Kobe earthquake, there were only 45 sta-
tions in the sea at the time of the 2011 Tohoku earth-
quake and tsunami. !e limited number of earthquake 
and tsunami observations along the Pacific offshore areas 
of eastern Japan resulted in magnitude underestimates, 
which caused underestimates in earthquake early warn-
ing and tsunami warning. Because it is now clear that 
near-field tsunami warnings that are based solely on seis-
mometers deployed on land have essential limitations 

in terms of lead time and precision for tsunami height 
estimations, one of the most important lessons learned 
from the 2011 Tohoku earthquake and tsunami is that 
there was an insufficient number of offshore observa-
tion stations. At that time, cable-type seafloor observa-
tion systems for earthquakes and tsunamis had been 
installed offshore by JMA, one off Tokai in 1979, one off 
Boso Peninsula in 1985, and one off Tonankai in 2008. 
NIED installed systems off Sagami Bay in 1996, and 
Earthquake Research Institute of the University of Tokyo 
(ERI) installed systems off eastern Izu in 1994, off San-
riku in 1995, and off Awashima in 2010. Japan Agency 
for Marine-Earth Science and Technology (JAMSTEC) 
installed systems off Muroto Cape in 1997 and off Kush-
iro and off Tokachi in 1999. Unfortunately, although real-
time observations using ocean bottom cable systems 
are effective for disaster information delivery immedi-
ately after the occurrence of earthquakes, the installed 

Fig. 1 MOWLAS station distribution for the three regions of the inset map. SM and PG indicate seismometers and pressure gauges, respectively

Aoi+ [2021]



Constituents of OBP records
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Slow slip preceding 2011 Tohoku-Oki Earthquake 
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Horizontal motions after 
2011 Tohoku-Oki Earthquake

Northern part (not ruptured by the 2011 mainshock)
Slow deformation rate

Middle part (large coseismic slip during the 2011 MS)
Rapid landward motion

Southern part (not ruptured by the 2011 mainshock)
Rapid oceanward motion

Onshore GNSS observations show 
little spatial variations

2012~2016

Honsho+ [2019]

Complex behavior in and around 
the rupture area of Tohoku-Oki Eq.



Horizontal motions after 
2011 Tohoku-Oki Earthquake

Northern part (not ruptured by the 2011 mainshock)
Slow deformation rate ? (balancing ① and ③)

Middle part (large coseismic slip during the 2011 MS)
Prevalence of VE-relaxation ②

Southern part (not ruptured by the 2011 mainshock)
Prevalence of slow slip (afterslip) ③

2012~2016

Honsho+ [2019]
Visco-elastic mantle

② relaxation② relaxation

Mantle

Elastic layer

③ Slow slip

③ Slow slip① Locking

①
②
③

Onshore deformation:
combination of ② and ③

① Locking between the plates
② Viscoelastic relaxation
③ Slow slip on the plate boundary

Wang+ [2012]



SSE detected by GNSS-A observation in 2015

patterns of slip distribution between the northern and southern parts. However, it strongly supports the
existence of the secondary slip patch near the trench axis in the northern part.

5.3. Northern Area

Sites G02–G05 in the northern area are generally moving slowly at 2.4–2.6 cm/year, which contrasts with the
threefold increase in the seaward movement of G17–G20 in the southern area at 6.3–8.0 cm/year. This clear
difference in response to the adjacent large earthquake reflects the different frictional and mechanical prop-
erties of the plate interface between the northern and southern areas. It has been suggested from repeating
earthquake data that the afterslip in the northern area was small and rather episodic. The temporal variation
in the slip rate estimated from repeating earthquakes in this region (Uchida et al., 2018) shows an abrupt
increase immediately after the 2011 earthquake followed by large variations with a gradual decrease. A steep
peak in the slip rate was found in early 2015, suggesting an episodic slow slip event (SSE) on a shallow part of
the plate interface. Sites G03–G06 are located above the SSE source fault that was inferred from the repeating
earthquakes (gray box in the top panel of Figure 11a). Tomita (2018) indicated that a time series of the array

Figure 11. Slow slip event in early 2015 inferred from our GPS‐A observations. (a, upper map) Step motions that occurred at CE 2015.1, estimated from repeating
earthquake data (black arrows; Uchida et al., 2018) and the results of the present study (red arrows). Those from repeating earthquakes were calculated assuming a
26.6‐cm dislocation in the relative plate motion direction (N114°E) along a rectangular fault on the plate interface (gray box). (lower graphs) Results of analysis
using the array displacements at sites G03–G06 assuming a common azimuth of the step motion between the sites. The resulting step motions are plotted on the
upper map. Error bars indicate 10‐times estimation error. (b) Fitting results of three models for the movement in the N114°E direction at sites G02–G08 showing
uniform linear motion (green lines), no movement except a step at CE 2015.1 (red lines), and uniform linear motion and a step at CE 2015.1 (blue lines).

10.1029/2018JB017135Journal of Geophysical Research: Solid Earth
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Frequent SSEs have been pointed out by seismicity
[Uchida+, 2016]

SSE-related seismicity change was observed in 2015. 

GNSS-A displacement time series at several stations
seem to show “step”  in 2015.

The steps were statistically significant.

The motions are consistent with the SSE fault model 
derived from seismicity analysis. 

Honsho+ [2019]



Possible size of SSEs in the Japan Trench

between L and T:

L3 5 C1T (4)

where C1 < 3 3 108 m3 s21. This relation predicts that the character-
istic propagation velocity for these events L/T is proportional to 1/L2;
it is fast for shorter lengths and slow for longer lengths, which is
consistent with the observed propagation velocity of these slow
earthquakes. When L < 100 km, the characteristic velocity is about
5–15 km day21 (,0.1 m s21) for ETS and SSE, while tremor propa-
gates for about 10 km at a rupture velocity of about 45 km h21

(,10 m s21)13. Although the above assumption describes the
observed size-dependent rupture velocity, the physical mechanism
that leads to this dependence is unclear.

As an alternative model, we next assume that the slip amounts are
almost constant, and limited by the accumulated plate motion since
the last event. That is, we assume they are comparable to the value of
slip observed in SSEs and ETSs. Assuming a constant D for all events,
equations (1) and (3) lead to a relation between L and T:

L2 5 C2T (4)

where the constant C2 is about 104 m2 s21 if D 5 0.01 m and m is
30 GPa. Because this is of the form of a scaling relation for dif-
fusion-controlled physical phenomena20 with a diffusion constant
of C2, we refer to this relationship as the diffusional earthquake
model. In this model, the stress dropDs < mD/L is larger for an initial
small event and decreases with increasing event size. The propagation
velocity L/T decreases proportionally to 1/L, as the stress concentra-
tion decreases. Equation (4) explains the rupture velocity of 0.1 m s21

for L < 100 km, while the characteristic velocity of 1 m s21 for
L < 10 km is somewhat slower than observed.

It is interesting to note that the scaling relations of slow and regular
earthquakes intersect at about Mw < 1 (M0 < 1011 N m), near the
minimum size of both LFEs and typically detected regular earth-
quakes. In the low-stress earthquake model, the rupture propagation
velocity would be ,10 km s21, which is unphysical because it would
be faster than the elastic wave speed. The diffusional earthquake
model predicts a rupture velocity of 1 km s21 with the stress drop
of about 20 MPa, which is not impossible, but in the case of stress
drop is much higher than observed for regular earthquakes. These
physically unrealizable conditions may limit the smallest scale of the
slow earthquakes to the magnitude of LFEs or the slightly smaller
tremor. The lack of VLFs or SSEs during some LFE and tremor
episodes suggests that a single LFE or slightly smaller events may
be an elementary event that marks the smallest slow earthquake.

As more and more earthquakes that fit into the category of slow
earthquakes are identified, it is natural that they would initially be
considered as different and perhaps unrelated phenomena. In this
regard, we note that there are other earthquakes falling into this
category that occur in other environments. Transient slip events have
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Figure 3 | Characteristics of moment rate spectrum of slow earthquakes.
a, Scaling of moment rate spectrum of slow earthquakes (black dashed lines)
and regular earthquakes (grey lines) for different magnitudes. b, An example
of displacement spectrum (moment rate spectrum) of a VLF event. Original
(grey) and averaged (thick black) spectra are shown. The seismograms
represent the up–down (U) component at station TSAF for four VLFs that
occurred on 18 April 2006 at the times shown in Table S1 of ref. 3. The noise
level is shown by the dotted line. There is a large peak due to microseisms
between 0.1–1 Hz. c, Same as b but for an LFE. The seismograms represent
the north–south (N) component at station KWBH for the reference LFE in
ref. 15 and three LFEs that occurred nearby, at the times shown. (Note that
the frequency axes in b and c are different.) For both VLF and LFE, spectra
are well explained with a slope of f21 at high frequency rather than f22

(dashed curves). We corrected for the effect of attenuation, assuming that
these waves are S waves and Q 5 200. Peaks above 10 Hz probably show
amplification due to the site and/or instrument characteristics.
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Figure 2 | Comparison between seismic moment and the characteristic
duration of various slow earthquakes in Table 1. LFE (red), VLF (orange),
and SSE (green) occur in the Nankai trough while ETS (light blue) occur in
the Cascadia subduction zone. These follow a scaling relation of M0 / t, for
slow earthquakes. Purple circles are silent earthquakes. Black symbols are
slow events listed in the bottom half of Table 1. a, Slow slip in Italy23,24,
representing a typical event (circle) and proposed scaling (line). b, VLF
earthquakes in the accretionary prism of the Nankai trough26. c, Slow slip
and creep in the San Andreas Fault21,22. d, Slow slip beneath Kilauea
volcano25. e, Afterslip of the 1992 Sanriku earthquake27. Typical scaling
relation for shallow interplate earthquakes is also shown by a thick blue line.
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SSEs previously detected by seafloor observations
- SSE starting Feb., 2011 [Ito+, 2014]
- Afterslip of the M7 foreshock of 2011 Tohoku Eq. [Ohta+, 2012]
- Spontaneous SSE in Hikrangi, NZ [Wallace+, 2016]

- SSE in northern Japan Trench [Honsho+, 2019]

OBP

GNSS-A
(duration was not constrained)

Possible SSEs in northern Japan Trench
Duration:  ~ 10 days  (based on tectonic tremor activity)
Frequency:   ~ 5 events/year (based on tremor activity)
Estimated size:  ~ M6+ (based on scaling relation)

Scaling of slow events

Ide [2009]
Expected displacement

< 10 cm in horizontal
<  2 cm in vertical



SSE detected by GNSS-A observation

patterns of slip distribution between the northern and southern parts. However, it strongly supports the
existence of the secondary slip patch near the trench axis in the northern part.

5.3. Northern Area

Sites G02–G05 in the northern area are generally moving slowly at 2.4–2.6 cm/year, which contrasts with the
threefold increase in the seaward movement of G17–G20 in the southern area at 6.3–8.0 cm/year. This clear
difference in response to the adjacent large earthquake reflects the different frictional and mechanical prop-
erties of the plate interface between the northern and southern areas. It has been suggested from repeating
earthquake data that the afterslip in the northern area was small and rather episodic. The temporal variation
in the slip rate estimated from repeating earthquakes in this region (Uchida et al., 2018) shows an abrupt
increase immediately after the 2011 earthquake followed by large variations with a gradual decrease. A steep
peak in the slip rate was found in early 2015, suggesting an episodic slow slip event (SSE) on a shallow part of
the plate interface. Sites G03–G06 are located above the SSE source fault that was inferred from the repeating
earthquakes (gray box in the top panel of Figure 11a). Tomita (2018) indicated that a time series of the array

Figure 11. Slow slip event in early 2015 inferred from our GPS‐A observations. (a, upper map) Step motions that occurred at CE 2015.1, estimated from repeating
earthquake data (black arrows; Uchida et al., 2018) and the results of the present study (red arrows). Those from repeating earthquakes were calculated assuming a
26.6‐cm dislocation in the relative plate motion direction (N114°E) along a rectangular fault on the plate interface (gray box). (lower graphs) Results of analysis
using the array displacements at sites G03–G06 assuming a common azimuth of the step motion between the sites. The resulting step motions are plotted on the
upper map. Error bars indicate 10‐times estimation error. (b) Fitting results of three models for the movement in the N114°E direction at sites G02–G08 showing
uniform linear motion (green lines), no movement except a step at CE 2015.1 (red lines), and uniform linear motion and a step at CE 2015.1 (blue lines).
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HONSHO ET AL. 6005

Horizontal displacements of ~10 cm are expected to
be detected by GNSS-A,

but are not convincing enough because 
the sampling intervals are too coarse.

Systematic biases, if included, are difficult to 
be identified from the coarsely sampled time series.

Challenges:
1) Increase time intervals of repeating surveys
2) Reduce the chances of systematic biases
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Introduction
Over the last 10  years, seafloor geodetic observa-
tional techniques, particularly the GNSS-acoustic 
(GNSS-A) technique, have provided important geo-
physical results and have been technically improved. 
The GNSS-A observational technique was contrived 
by Spiess (1985): a set of several (generally 3–6) sea-
floor transponders composes one GNSS-A site as a 
transponder array. GNSS-A positioning can be per-
formed as a combination of GNSS positioning at a 
sea-surface platform and acoustic ranging between the 
sea-surface platform and seafloor transponders; sea-
floor displacement can be obtained as displacement of 
the transponder array, assuming that all seafloor tran-
sponders at each site move as a rigid body (referred 
to as the array positioning method). A basic GNSS-A 

positioning method was established around 2000, 
and it has shown geophysical observational results 
related to fault slips (e.g.,  coseismic slips and inter-
plate coupling) in subduction zones (Spiess et al. 1998; 
Fujita et  al. 2006; Kido et  al. 2006; Ikuta et  al. 2008). 
The importance of seafloor geodetic observations has 
been widely recognized since the occurrence of the 
2011 Tohoku–Oki earthquake. The GNSS-A observa-
tions detected high coseismic displacements of over 
30 m in the 2011 Tohoku–Oki earthquake (Kido et al. 
2011; Sato et  al. 2011), suggesting that a large coseis-
mic fault slip of over 50 m reached the trench (Iinuma 
et  al. 2012). After the 2011 Tohoku–Oki earthquake, 
GNSS-A observational networks around Japan were 
reinforced and provided a broad postseismic deforma-
tion pattern in the Tohoku region (Tomita et al. 2017; 

Graphical Abstract

acoustic ranging signal is transmitted every minute, and the
replies from the seafloor transponders are recorded by the
acoustic unit. When the WG leaves the site at a threshold
distance, acoustic ranging and data recording of GNSS NMEA
and gyroscope are automatically stopped, and the SBC halts and
is ready to turn off the S1 port. In this experiment, data processing
to estimate the position of the site, which is defined as the center
of the array of seafloor transponders, is performed after the cruise
ends. However, it can be estimated onboard in semi-real time and
the position of the site can be transmitted to shore via satellite
communication. Effecting such semi-real time observations is the
next step in the development of this system.

Trial Observations at Sea and Data
Processing
We conducted GNSS-A observations at a seafloor station off the
coast of Aomori Prefecture in July 2019 during a survey cruise
(KS-19-12) using the research vessel Shinsei-maru (Joint Usage/
Research Center for Atmosphere and Ocean Science and Japan
Agency for Marine-Earth Science and Technology, 2019).
Figure 2 shows the tracks of the Shinsei-maru and the WG
throughout the cruise. Table 1 shows the extracted time schedule

with respect to the GNSS-A observations made by the WG
during the survey cruise. Shinsei-maru deployed the WG at site
G02 on July 4. After conducting the GNSS-A observation by
means of its own system parallel with the WG for about 3 h,
Shinsei-maru moved toward northeast to install observation
instruments at other sites. On July 7, it returned to the
retrieval point ER4 to recover the WG. Note that the activation
of the seafloor transponders at site G02 was performed using the
GNSS-A observation equipment mounted on the Shinsei-maru
before the deployment of theWG, and the GNSS-A observation by
Shinsei-maru was suspended and resumed at 23:36 on July 3 and
00:05 on July 4 in order to confirm that the WG was transducing
the acoustic ranging signal as shown in Table 1.

The items tested during the trial observations were as follows:

(1) Data acquisition from the sensors, namely, the GNSS carrier
phase, attitude of the float (heading, roll, and pitch), and
acoustic waveforms from the transponders

(2) Autonomous activation of the seafloor transponders by
turning the power supply to the payload on or off from
shore via satellite communication

(3) Autonomous transit between the sites and tracing a pre-
configured course at each site

FIGURE 1 | (A) Block diagram of the GNSS-A data acquisition system. Items within a rounded rectangle with dashed line are installed inside a water-proof
container as shown in (B). PPS and NMEA are pulse per second and NMEA (National Marine Electronics Association) 0183 sentences, respectively. (B) The waterproof
container prior to sealing. Its internal dimensions are 342 mm (width) × 380 mm (length) × 174 mm (maximum depth). (C) Schematic diagram of theWG.① to⑪ indicate
the parts and equipment as follows: ①: weather sensor, ②: AIS antenna, ③: GNSS antennas, ④: solar panels, ⑤: command and controlling unit and batteries
inside the float,⑥: water-proof container shown in Figure 1B inside the float,⑦: acoustic transducer,⑧: umbilical cable (∼8 m),⑨: wings,⑩: rudder, and⑪: thruster.

Frontiers in Earth Science | www.frontiersin.org March 2021 | Volume 9 | Article 6009463

Iinuma et al. GNSS-A Using a Wave Glider

Increase mobility by using unmanned vehicles Simultaneous estimation of sound speed heterogeneity

Tomita+ [2022]
Iinuma+ [2021]

Wave glider
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estimated as Mw *6.8 from the postseismic deformation

data (Ohta et al., 2012). To isolate the postseismic defor-
mation from the SFL data, we fitted the logarithmic

function f(x) = a log (1 ? t/s) to the observed time series,

where t is the elapsed time since the Mw 7.3 foreshock, s
is the decay time constant, and a is the magnification

factor. In this study, we adopted a value of s of 0.2 days

according to the estimation by Ohta et al. (2012). Fig-
ure 4b shows the SFL after removing the postseismic

deformation.

Beyond this postseismic deformation, it was difficult to
identify statistically significant changes in the SFL data

prior to the mainshock (Fig. 4b). Figure 5 shows a detail of

the adjusted SFL data, which we inspected for notable
changes. At TJT1, the easternmost station (Fig. 1), a slight

increase of the uplift rate may have occurred approximately

4 h before the mainshock, although the SFL change
was * 3 cm, almost equivalent to the noise level. To

further assess this event, we prepared histograms of the

background rates of vertical seafloor deformation over 4-h
sliding/overlapping windows in the SFL data before 20

January (Fig. 6). The deformation rates in the last 4-h

period before the mainshock are within the distribution of
these fluctuations for all the stations, including TJT1.

Although the displacement at TJT1 was in the top 0.4 % of

observed 4-h changes, it is difficult to argue for the exis-
tence of precursory events to the Tohoku-Oki earthquake.
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Fig. 3 Time series of SFL variation derived from ocean bottom
pressure records from 1 January 2011 to the origin time of the
Tohoku-Oki earthquake mainshock on 11 March. The top group of
traces is SFLs after removing ocean tides and nontidal fluctuation

predicted by the global ocean model. The second group is SFL traces
after removing coseismic steps. The trace in the third row is the first
principal component (1st PC). The bottom group is SFL traces after
subtracting the 1st PC

Table 2 Noise level and cross-correlation coefficient of SFL records

Station Without CMNR With CMNR

Noise level (cm) x-cora Noise level (cm) x-cora

P02 4.5 0.75 1.8 0.44

P03 4.7 0.58 2.4 0.41

P06 4.4 0.78 1.5 0.28

P07 4.7 0.66 2.1 0.41

P08 4.2 0.87 1.2 0.19

P09 3.1 1.00 2.0 1.00

GJT3 4.7 0.82 3.6 0.57

TJT1 4.8 0.75 3.6 0.36

a Cross-correlation coefficient with respect to the SFL at P09
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identified in high-quality geodetic data from dense con-

tinuous GPS (cGPS) observation networks installed in the
late 20th century. Melbourne and Webb (2002) reported

precursory transient slip prior to an Mw 7.6 aftershock of

the 2001 Peru earthquake (Mw 8.4), although their result
was based on a displacement time series from a single

cGPS observation site. Before the 2003 Tokachi-Oki

earthquake, no anomalous deformations exceeding back-
ground noise level were observed in cGPS data sampled at

1 or 30 s intervals. Roeloffs (2006) estimated the maxi-
mum size of aseismic slip events not detectable in cGPS

data to be *M 7, less than 1 % of the mainshock moment.

Since the 11 March 2011 Tohoku-Oki earthquake (Mw
9.0), extensive research has been done to detect and char-

acterize precursory changes in the crustal deformation rate.

Nishimura (2012) used dense cGPS network data to esti-
mate the spatial distribution of the slip deficit along the top

of the subducting Pacific slab and showed that the inter-

plate coupling was significantly decreased in 2008–2010
compared to 1997–1999. Ozawa et al. (2012) found that the

rate of moment release by aseismic slip increased in 2005,

6 years before the earthquake. This could be an example of
a precursory crustal deformation events with a long lead

time. In onshore tilt data, Hirose (2011) found no short-

term changes in deformation rate preceding the Tohoku-
Oki earthquake and concluded that no short-term preslip

larger than Mw 6.2 occurred on the deeper extension of the

mainshock rupture zone. However, the ability to detect

offshore slip from the tilt data is relatively poor, and ase-
ismic slip smaller than Mw 7.3 could not have been

detected even if it occurred around the epicenter or on the

updip side of the rupture zone.
The focal area of the Tohoku-Oki earthquake was well

instrumented with seafloor geodetic instruments. The

observations of huge coseismic displacements (Sato et al.
2011; Kido et al. 2011; Ito et al. 2011) gave strong con-

straints on the slip distribution of the mainshock rupture
(Iinuma et al. 2012; Ozawa et al. 2012). Eight ocean bot-

tom pressure recorders (OBPRs) deployed near the epi-

center of the Tohoku-Oki earthquake (Fig. 1, Table 1)
since 2010 provided continuous time series data of seafloor

vertical displacement. This paper presents an analysis of

these continuous OBPR data to seek possible rate changes
in preseismic crustal deformation.

In assessing precursory deformation, we have to take

account of foreshock activity (Kato et al. 2012) and its
associated aseismic slip. On 9 March the largest fore-

shock, an Mw 7.3 event, occurred about 20 km northeast

of the mainshock hypocenter. This was followed by a
number of smaller interplate earthquakes, including the

second-largest foreshock (Mw 6.6) 18 h later. Coseismic

and postseismic deformation from the largest foreshocks
were clearly observed by cGPS and OBPRs (Ohta et al.

2012). Ito et al. (2013) analyzed OBPR data and reported
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Fig. 1 Map of the hypocentral
region of the 2011 Tohoku-Oki
earthquake. Crosses indicate the
locations of OBPRs. White,
gray, and black stars represent
epicenters of the mainshock, the
largest foreshock, and the
second largest foreshock,
respectively. Solid dots are
epicenters of foreshocks that
occurred between the largest
foreshock and the mainshock.
Contours show the depth to the
Pacific plate (10 km interval).
Pink shading is the area with
[30 m coseismic slip in the
mainshock (Iinuma et al. 2012),
green shading is the area with
[1 m coseismic slip in the
largest foreshock, and blue
shading is the area with[0.3 m
afterslip following the largest
foreshock (Ohta et al. 2012)
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Improvement of detectability of SSEs by OBP

( ) ( ) ( ) ( )B C O Ip t p t p t p tD = D +D +D Challenges:
3) Reduce noise components included in OBP records

oceanographic fluctuation



Improvement of detectability of SSEs by OBP

( ) ( ) ( ) ( )B C O Ip t p t p t p tD = D +D +D Challenges:
3) Reduce noise components included in OBP records

instrumental drift

Ohta+ [2019]



Self-calibrating system for drift correction
http://www.aob.gp.tohoku.ac.jp

A-0-A 適用後時系列  

9

水圧計時系列 (潮汐フィルタ適用済) 

ゼロ点(ガラス球内)時系列

ガラス球内気圧計時系列  ( D:0.3hPa) 

A-0-A適用後 水圧計時系列

B: Internal pressure              

A: Seafloor pressure (after tide removal)

C: Internal pressure by precise barometer

Drift-corrected seafloor pressure = A- (B-C)

Ohta+ [2021]



Summary

• The importance and effectiveness of seafloor geodetic observations 
were proven by capturing various important aspects of the 2011 
Tohoku-oki earthquake.
• Seismic slip monotonically increased towards the trench
• SSE preceded the main shock
• Postseismic deformation shows significant regional variations

• Efforts are underway to improve observation techniques to detect 
smaller SSEs
• GNSS-A observation using unmanned vehicles
• New methods to reduce the noises due to oceanographic fluctuations
• Developing self-calibration pressure recorders 


